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CONTEXT 

This document presents the core thesis 
underpinning a programme that is currently in 
development at ARIA. We share an early 
formulation and invite you to provide feedback 
to help us refine our thinking.  
 
This is not a funding opportunity, but in most 
cases will lead to one – sign up here to learn 
about any funding opportunities derived or 
adapted from this programme formulation. 

An ARIA programme seeks to unlock a 
scientific or technical capability that  
 

+​ changes the perception of what’s 
possible or valuable 

+​ has the potential to catalyse massive 
social and economic returns 

+​ is unlikely to be achieved without 
ARIA’s intervention. 

 
 

 

 
 
 
 
 
 
 
 
 
 

https://www.aria.org.uk/sign-up-for-updates


UPDATE LOG 

v1.0 – Nov 17 2025.  
v2.0 – Feb 10 2026 (this document) 
 
As we release our first solicitation, we want to update our thesis to share our latest world 
view with applicants and the broader community. This v2.0 fundamentally stays the same in 
its broad strokes as v1.0; however, there are elements that have changed as we continue to 
learn from conversations and iterate our thinking. 
 
This is a work in progress and we welcome your feedback to iterate towards v3.0. If you 
spot any mistakes or would like to suggest any corrections, please reach out.  
 
All the best, 
The Scaling Trust Team 
 
What has changed 

+​ Added ‘Contracts’ mental model with example applications to help concretise the 
outputs of the programme. 

+​ Added Programme Objectives. 
+​ Updated details on sub-components. 
+​ Updated details on the Arena. 
+​ Refined research agenda, in particular added ‘Foundations of Generative Security’ 

and removed ‘AI Game Theory’ as a core pillar.  
+​ Deleted ‘What we do not expect to fund’ as it will implicitly live in Solicitation. 
+​ Updated ‘What we are still trying to figure out’ to reflect our latest questions. 

 
 
 

 

https://www.aria.org.uk/media/5d1psra2/programme-thesis-scaling-trust.pdf
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PROGRAMME THESIS, SIMPLY STATED 

Every day we spend time, effort, and resources coordinating with each other – finding the 
right people or services to work with, negotiating the terms of the interaction, and enforcing 
the agreements made. These are fundamental costs of modern life we pay, what economists 
call 'Coasean transaction costs', and AI is collapsing them. Their reduction signals a new era 
for our society and our economy. 
 
We envision this era as one where AI agents are our faithful representatives, continuously 
aligning to our preferences, able to go out into both digital and physical worlds and cheaply 
mobilise, negotiate, and verify on our behalf. As opposed to an all-powerful, all-knowing AI, 
this is a world of many-agents, each holding our private information, operating with their 
own objectives, and constantly interacting with institutions, humans and other agents.  
 
This is an exciting vision, one of human flourishing and augmentation via technology, that 
preserves our plurality and uniqueness. 
 
We believe new security primitives like programmable cryptography and secure hardware 
represent a unique opportunity to usher in this new world by: 

1.​ Creating a scalable trust infrastructure for agents across digital and physical worlds, 
thereby increasing the complexity of secure interactions agents can engage in, and 
the pool of potential parties they can engage in them with; 

2.​ Enabling new forms of secure interactions previously impossible for humans or 
traditional software, unlocking new valuable markets and societal value. 

 
To this end, we plan on launching three core initiatives. First, we will fund open-source 
applied tools needed to build this capability robustly, safely and for all of humanity. Second, 
we will fund fundamental research to build a stronger theoretical foundation for this field, 
and to uncover new security primitives agents can harness for secure coordination. Third, 
we will launch an Arena that will host challenges open to all to benchmark the tools built and 
research developed, with multi-million-pound prize funds for the best teams. 
 
It will take many disciplines and stakeholders to make this vision a reality. The road ahead is 
riddled with risks, but getting it right is transformative. We’re calling on all of you – hackers, 
roboticists, game theorists, cryptographers, AI security engineers, and everything in 
between – challenge our plans, join the community, and help us Scale Trust. 
 
 
 
 

https://blog.cosmos-institute.org/p/coasean-bargaining-at-scale
https://www.nber.org/books-and-chapters/economics-transformative-ai/coasean-singularity-demand-supply-and-market-design-ai-agents


 

Figure 1. Comic: Imagining the silent trust infrastructure of tomorrow 
 

PROGRAMME THESIS, EXPLAINED 

Why now? 

Three trends are converging:  
+​ AI agents are growing more capable. 
+​ AI is increasingly directly interacting with the physical world. 
+​ Engaging in advanced security protocols with programmable cryptography and 

trusted hardware is becoming practical.  
 
Their intersection surfaces both an opportunity and a risk. The opportunity: if agents are 
able to coordinate across cyber-physical worlds, we can unlock tremendous value for 
humanity. The risk: if we don’t build the tools for it to happen securely, we’re exposing 
ourselves to dangers ranging from catastrophic failures to simply stifling the transformative 
potential of these technologies on the world.  
 
AI agents are growing more capable 

As more resources (compute, data, engineering hours) get poured into the development of 
AI, models have kept on improving and are predicted to keep improving. While some 
wonder if we will plateau – either from running out of data, or finding the limits of the 
current architectures, we are today in the infancy of really understanding how to use these 
models. Whether models get more powerful or we learn more about how to scaffold 
requests and how to get the best from them, we believe progress is going to continue at a 
pace for some time. This is a trend we need to internalise deeply in our thinking as it is easy 
to anchor on our current capabilities. 

https://ai-2027.com/research/compute-forecast


 
 
AI is increasingly directly interacting with the physical world (Embodied AI) 

Embodied AI refers to the specific intelligence that powers a physical system, serving as the 
"mind" or "brain" that enables it to operate within a complex environment. These 
systems—which include general-purpose robots, autonomous vehicles (AVs), and smart 
warehouse facilities—act as the "body." This intelligence uses sensors (like cameras or 
LiDAR) to perceive the world and actuators (like motors or steering) to act within it. This 
creates a controllable feedback loop, allowing the AI to reason, make decisions, and see its 
actions directly influence its future sensory input. 
 
With verticals such as AI for science, self-driving cars, intelligent factory robots, and modern 
warfare drones, the field of Embodied AI has exploded over the last 10 years. As attention 
increasingly shifts towards AI, many see Embodied AI as the next and final frontier. As the 
hundreds of millions of venture funding poured into this field gets turned into work, 
autonomous digital systems will have more touchpoints into the physical world.  
 
 
Engaging in advanced security protocols with programmable cryptography and 
trusted hardware is becoming practical  

 
Programmable cryptography and secure hardware are two families of tools to achieve new 
kinds of secure interactions between parties – computations on encrypted data, proofs of 
computations, cryptographic commitments to specific actions. These in turn can open up 
new markets.  
 
While not practical yet for many applications, programmable cryptography is being 
accelerated at both software and hardware levels. It has seen tremendous progress and 
investment over the last ten years, fuelled by use-cases in the cryptocurrency industry and 
adoption by large tech players (eg. Tiktok, Google). As opposed to programmable 
cryptography, secure hardware is already practical for similar functionalities, but has weaker 
security guarantees. Several groups are actively working on improving those guarantees (eg. 
Ethereum Foundation, Trustless TEE Initiative) and improving its performance (eg. Nvidia, 
Apple, OpenAI), fuelled by demand from AI and cryptocurrency industries.  
 
By looking at these two techniques in unison, we get to pick and choose: for lower-stake 
interactions i.e., ones representing little economic value or ones in the context of defense in 
depth, secure hardware can be used and experimented with today, bypassing the current 
impracticality of programmable cryptography. For higher-stakes applications that will either 

https://www.nvidia.com/en-us/glossary/embodied-ai/
https://medium.com/bz-notes/the-next-10-trillion-opportunity-why-ai-x-physical-world-is-where-it-s-all-headed-1812e669e087
https://x.com/xiao_ted/status/1981191105434833070
https://0xparc.org/blog/programmable-cryptography-1
https://a16zcrypto.com/posts/article/trusted-execution-environments-tees-primer/
https://www.darpa.mil/research/programs/securing-information-for-encrypted-verification-and-evaluation
https://www.darpa.mil/research/programs/data-protection-in-virtual-environments
https://developers.tiktok.com/blog/securenumpy-empowering-data-scientists-with-secure-mulitparty-computation
https://blog.google/technology/safety-security/opening-up-zero-knowledge-proof-technology-to-promote-privacy-in-age-assurance/
https://arxiv.org/pdf/2501.13276
https://arxiv.org/pdf/2501.13276
https://vimeo.com/1132040557?share=copy
https://forum.teekettle.org/t/trustless-tee-overview-june-2025/67
https://www.nvidia.com/en-gb/data-center/solutions/confidential-computing/
https://security.apple.com/blog/private-cloud-compute/
https://openai.com/index/reimagining-secure-infrastructure-for-advanced-ai/


be lightweight (and therefore low overhead) or can tolerate high overhead, programmable 
cryptography can be used today.  
 
Our Focus  

At a high level, there are three things we need to get to a future where agents can 
meaningfully coordinate with one another on our behalf: 
 

+​ Alignment: agents need to be synchronised with our preferences in order to be 
faithful representatives.  

+​ Intelligence: agents need to be capable enough for the task they are given. 
+​ Coordination: agents need to be able to interact with others (i.e. negotiate, verify, 

mobilize) despite competing objectives, information asymmetry and adversarial 
environments. 

 
Intelligence and Alignment are significant undertakings the industry is focused on. We are 
focused on Coordination. We believe we can decouple Coordination from Intelligence and 
Alignment, to start making headway even with ‘stupid’ and ‘misaligned’ agents. 
 
Within Coordination, we’re specifically interested in using tools like advanced cryptography 
and secure hardware to enable a scalable, distributed infrastructure for secure agentic 
interactions. We’re particularly excited about enabling new kinds of secure interactions 
between agents that are impossible to achieve between humans today. 
 
AI Advantage 

As aforementioned, agents can engage in new secure interactions that would not be 
possible for humans or more traditional computer programs. Such interactions can open up 
new market equilibria, new forms of coordination and ultimately new value creation. We’ve 
called this ‘AI Advantage’. 
 
This includes: 

+​ Black-box access – being able to see the input-output behaviour of another agent 
without having access to its code 

+​ White-box access – being able to see the code of other agents and simulate their 
behaviour in interactions 

+​ Credible commitments – being able to verifiably bind oneself to a future course of 
action, often using cryptographic or secure hardware-based mechanisms, to ensure a 
promise is kept (e.g. verifiable memory erasure, change one's goal, reducing one's 
action space.) 

https://arxiv.org/abs/2402.08128
https://arxiv.org/abs/2208.07006
https://arxiv.org/abs/2510.21904


+​ Steganographic communication – being able to employ steganographic methods to 
conceal the true nature of interactions, be it communicative or otherwise, from 
oversight. 

+​ Generative Security – being able to autonomously generate security protocols.  
 
 
Making it more concrete 

One way to re-frame the above is to say that we are interested in the infrastructure for agents 
to enter into contracts1 with one another securely, programmatically, at scale, and without 
intermediaries. 
 
This has three benefits:  

+​ it increases the speed and reduces the cost of finding counterparties, negotiating, 
and enforcing contracts (i.e. ‘Coasean transaction costs’); 

+​ it enables new classes of contracts that were previously infeasible;  
+​ it supports a pluralistic and distributed topology of AI systems. 

The implications are deep since contracts underpin many of our interactions. Reducing their 
friction, expanding their scope, or changing who can issue them therefore ripples through 
nearly every domain of economic and social life. While the impact is sweeping and likely 
hard to fully predict, we can speculate what some applications could look like: 

Increased speed and reduced cost 

+​ Example 1 -  Custom, real-time secure protocol generation: Today, setting up a 
privacy-preserving data share requires bespoke legal agreements and specialist 
cryptographic tooling—realistic for pharma giants, out of reach for a small research 
team or clinic. With agent-to-agent contracting, a set of agents can stand up a 
privacy-preserving interaction (e.g., selective healthcare-data sharing, or proving 
claims without revealing underlying details) in seconds rather than days—saving time, 
money, and lowering the barrier to entry to sophisticated security tools. For a citizen: 
you could let a researcher verify something about your health record without handing 
over the record itself.  

+​ Example 2 - Externality pricing2: Today, transaction costs make micro-negotiations 
absurd—no one's going to draft a contract over £0.02 of pollution. So we get blunt 
rules (street closed to vehicles) or no rules (street open, you breathe the fumes). 
Agents can negotiate externalities dynamically—for example, a delivery vehicle's 

2 Taken from Seb Krier’s great post ‘Coasean Bargaining At Scale’. 

1 where contracts are meant in a broader sense than legal (e.g. a security protocol is a contract between 
parties). 

https://openreview.net/forum?id=bnNSQhZJ88
https://blog.cosmos-institute.org/p/coasean-bargaining-at-scale


agent pays residents' agents a pollution fee for entering a sensitive street, replacing 
one-size-fits-all rules with bottom-up micro-agreements. For a citizen: instead of 
council-wide bans or no controls at all, your home could have a say in what passes 
by; and get compensated when it does. 

New contracts 

+​ Example 3 - Verifiable forgetting: Today, once you share sensitive data, you lose 
control—you're trusting the recipient to delete it, with no way to verify. This chills 
high-stakes sharing (eg. in M&A) or forces expensive legal scaffolding. Agents can 
enter contracts that specify exactly what information may be retained, for how long, 
and under what conditions, with cryptographic mechanisms providing verifiable 
proof that deletion or retention bounds have been respected. For a citizen: you could 
share your financial history with a lender and know—not hope—that it's gone after the 
decision. 

New topology 

+​ Example 4 - A pluralistic AI, not a panoptic one: Today, if my AI agent wants to 
transact with yours, we likely both route through a shared platform that controls 
identity, rules, and fees. The more powerful these platforms become, the more our 
digital lives funnel through single points of control that can see everything. A 
scalable trust infrastructure changes this trajectory. With shared security protocols, 
your agent and mine can find each other, negotiate, and verify commitments directly 
— supporting a world of many agents, each holding our private information, rather 
than one all-seeing system holding everything. For a citizen: your own personal agent 
handles each interaction privately, sharing only what's needed — privacy guaranteed 
by architecture, not a platform's promise. 

 
What we want to achieve 

The core desired output of the programme is tools for agents to securely interact with one 
another, while respecting the preferences of their users.  
 
We can break this down into sub-components in order to help us understand what 
capabilities need to be built: 
 



 
Fig 1. High-level core components 

 
 
At a high level, we’ve identified the following sub components: 
 

1.​ Requirement gathering – input fuzzy user requirements → outputs a security policy 

An agent must be able to understand the security policies, the incentives of their user and 
the constraints of the environment they are operating.​
​
Can an agent gather security and privacy policies from the user? Can they help the user 
discover their policies, fill underspecifications and resolve inconsistencies?  Can they do so 
with minimal communication? Can they encode them in a formal spec? What is the user 
experience for doing this? How do we avoid loss of control from goal misspecification or 
goal misgeneralisation? 
 

2.​ Negotiation – input individual security policy → outputs shared collective policy 

An agent must be able to interact with other parties (such as other agents), evaluate their 
proposals, independently negotiate and find compromises, potentially tuning their security 
approach to the other parties’ security requirements as well.​
​
To what extent can an agent reason about incentives? What are the interfaces for secure 
agent-to-agent communication? Can two agents interact with natural language safely or 
should their communication be constrained? Can they successfully convince others or securely 
evaluate others actions? How do agents jointly optimise on their utility functions?  

https://www.arxiv.org/abs/2506.12241
https://arxiv.org/pdf/2502.15657
https://arxiv.org/pdf/2502.15657


 

 

3.​ Security reasoner – input security policy → outputs the final protocol 

Once an agent has gathered requirements, it must be able to independently reason about 
security, evaluate options and execute.​
​
Can they orchestrate a list of whitelisted operations? Can they identify secure available 
libraries? Can they come up with new protocols? Do security reasoning AI models require 
theorem provers? Can AI agents reason about physical security?​
 
We’ve mapped this onto a rough spectrum of levels: 

+​ Level 1: Security Assistant – Co-pilot like, support tool that augments a 
human operator when making security decisions, finds useful information and 
makes informed suggestions. 

+​ Level 2: Security Orchestrator – Understands security goals, makes a plan 
of tasks to be done. Knows how to operate on a plan by tapping into external 
tools (e.g. whitelisted libraries) and knows how to reason about security for 
protocols that are already known. It does not design protocols. 

+​ Level 3: Security Engineer – possesses a deeper understanding of security 
than an orchestrator. Can autonomously architect and implement complex 
security protocols on the fly. 

+​ Level 4: Security Researcher – Like a security engineer, but capable of 
applying abstract security concepts to new domains. Can autonomously 
discover novel cryptographic primitives, identify new classes of vulnerabilities, 
and formulate new cyber-physical security protocols.  

 

4.​ Report – input execution trace → outputs succinct convincing statement  

An agent must be able to report back to their user the outcome of their interactions in a way 
that can be trusted, inspected and verified.​
​
Can an agent prove the chain of their interactions? Can they report back and explain to their 
users their reasoning? 
​
 
Note: This is a useful abstraction rather than necessarily the right split of components, 
depending on how the tools are built they might be integrated rather than separate.  



There is a large spectrum of possibilities on how each component can be built. For example 
the Security Reasoner could be made of multiple components: 

+​ Protocol designer – able to reason through the needs of the user and generate a 
protocol (assuming a trusted third party), input security policy → output is the ideal 
functionality spec (or basic implementation) 

+​ Cryptography solver – given a precise security goal or ideal protocol, proposes a 
cryptographic implementation, input ideal functionality → outputs a cryptography 
protocol spec proven to be secure for validity 

+​ Protocol implementer – given a spec implements the protocol securely, input 
protocol spec → outputs an implementation 

There is also a large space of solutions for how to construct each of the components. We’re 
interested in different approaches used by agents, with different strategies including but not 
limited to: 

+​ Rule-based approach: agents, or subcomponents, with a white-listed set of 
strategies, protocols, implementations or libraries. 

+​ Theorem prover-based approach: agents, or subcomponents, with access to 
theorem provers and a vast set of well-specced protocols to reason through. 

+​ Learning-based approach: agents, or subcomponents, that have been trained via 
state-of-the-art (e.g. via reinforcement learning, fine-tuning). 

 
 
SUCCESS AT THE END OF THE PROGRAMME 

 
+​ Real-world demonstration of the tools 

+​ Demonstrate autonomy for major interactions – Can be used without needing 
sophistication or regular human intervention, important for their 
democratisation. 

+​ Demonstration of AI advantage – Enables interactions previously too 
expensive or impossible with traditional software/humans. 

+​ Demonstration of generality – Can generalise across fields and tasks.​
 

+​ Confidence in the trustworthiness of the tools 
+​ Empirical confidence – Empirical results that show that the tools built are 

trustworthy, adversarially robust, cheap, efficient via benchmarks and 
competitions. 



+​ Scientific results – Science that makes us comfortable to use the tools, 
affording us formal guarantees.​
 

+​ Evidence of high impact usage 
+​ Community – a large community of builders and users that improve these 

tools together. 
+​ Industry adoption – a few teams have nailed the first versions of this 

technology, it becomes implemented in AI systems and starts creating value.  
+​ Customer-centric development cycle started – the cycle of tools improving 

based on market demand has started, and is likely to continue on its own. 
 
 
HOW WE GET THERE 

We propose three mutually reinforcing tracks: 
 

+​ Track 1: Arena​
Adversarial testing grounds designed to test AI systems capabilities in multi-agent 
coordination across digital and physical worlds. 

+​ Track 2: Tooling​
Open-source coordination infrastructure usable by all in the Arena and beyond, to 
steer innovation toward the most meaningful axes of progress. 

+​ Track 3: Fundamental Research​
Flexible funding to create new fields of research and build a reservoir of new 
knowledge that future iterations of Tooling and the Arena can draw upon. 

 
Why? 

We can build tools in a vacuum, but if they're not tested in live, adversarial environments 
they're unlikely to be secure—this is why we need the Arena. Likewise, we can build tools for 
the use-cases we have in mind and iterate on them in the Arena, but empirical iteration 
without theory is guesswork. One impossibility result can eliminate an entire design space; 
one new primitive can unlock capabilities we hadn't imagined.  
 
By having the three tracks working together, we create a shared environment conducive to 
breakthroughs. Empiricism is supplemented with theory, and theory is guided by empirical 
research, all culminating in a live, adversarial environment where ideas are tested and 
iterated on. 



 
Track 1 – Arena 

 
The Arena’s purpose is to surface and improve the state of the art in secure agentic 
coordination. It will host benchmarks and challenges, participation will be global and open 
to all, and the best contestants will be awarded meaningful cash prizes. The challenges will 
be adversarial by design, with many including red and blue team dynamics.  

We anticipate working with several service providers to set up and maintain the Arena, and 
with researchers and practitioners to design and iterate on Arena challenges.  

Activities 

+​ Benchmarks 
+​ A benchmark is a self-contained test that scores an agent, or a subcomponent, 

on a specific capability. 
+​ Executing a benchmark does not require live interaction with other agents. 
+​ Anyone should be able to download the benchmarks and run them locally (or 

use the arena API to report their scores). 
+​ Challenges  

+​ A challenge is a session between multiple agents, where every agent is given 
a task and a set of security policies to respect. After agents interact, they 
report their completed tasks and they are scored. 

+​ Agents are scored based on their ability to complete tasks and to respect 
security policies (e.g. no data is being leaked). 

+​ Participating in a challenge requires live interaction with other agents 
+​ ARIA (or its contractors) will provide basic tools to participate in the 

challenges and run the engine required for running challenges. 

See Appendix II for the kinds of challenges we’re exploring. 

Mechanics & Rules 

+​ Participants3 

3 We will be releasing more detailed information on the mechanics of participation in the coming months. 
Sign up for updates here. 

https://www.aria.org.uk/sign-up-for-updates/


+​ Standard participation – agents participate in challenges to complete tasks 
and they are scored based on their ability to complete a task and to respect 
their security policy. 

+​ Red team participation – agents participate in challenges with the sole goal of 
making the other agent fail to respect their security policy (and not their ability 
to complete the task in a challenge). 

+​ Our participation – We plan on being part of the competition as the baseline 
red team and the baseline agent. 

+​ Leaderboard 
+​ Ongoing: Anyone can participate on benchmark and challenges in an 

ongoing way. 
+​ Quarterly: a snapshot of the arena is being taken (with key metrics, best 

agents and best red teams). 
+​ Prizes 

+​ Quarterly rewards per challenge until we get to a good metric. 
+​ Grand Prize for every ‘season’ of the arena. 

+​ Challenges 
+​ Every quarter we will have the option (but not the obligation) to add or retire 

challenges. We may put constraints around compute or the types of models 
used. 

+​ We may run challenges multiple times to obtain statistical significance. 

Scoring 

Agents in the Arena will be scored against (Utility;Security), i.e. their ability to complete the 
task (Utility) vs their ability to respect security policies (Security). We want to surface the 
most useful, secure agents. 
 
We also plan on using secondary metrics such as the cost of completing the task during the 
interaction (Cost Efficiency) and an agent’s ability to perform across different challenges 
(Generalisation). 
 
 
Track 2 – Tools 

 
We want to build open-source tooling that will provide baseline infrastructure usable by all 
in the Arena, and ensure competitive energy is steered towards the most meaningful axes of 
progress. We split the effort into Agents and Components.  



 
Agents  

Agents are a combination of a set of components with some orchestration logic. They will 
provide a baseline template ‘player’ for all Arena participants to iterate from. We are looking 
for agents with capabilities laid out in ‘Programme Objectives’ above.  
 
We'd like to fund several approaches to find out what works best, ranging from simple 
baselines that white-list known protocols to ambitious research agents that attempt to learn or 
generate novel security strategies. The Arena will reveal which approaches are most 
effective, and the most promising will be developed toward production readiness. 
 
Components 

Components are specific tools usable by agents. They map to the sub-components 
described above: 
 

+​ Requirement gathering – input fuzzy user requirements → outputs a security 
policy/goal 

+​ Policy capture – given a set of user goals, extracts a formal security policies 
+​ Security policy elicitation protocols – interactive methods that extract 

missing details, resolve ambiguities and help user discover their goals, input 
fuzzy user interactions → outputs security policy 

Might include: security policy extraction tools, efficient communication elicitation protocols, 
user experience for policy discovery, datasets for training security policy elicitation. 

+​ Negotiation – input individual security policy → outputs shared collective policy 
+​ Negotiation engine – engine that can reason to maximise the utility of the 

agent, while respecting the security policy that propose or verify others 
proposals 

+​ Contracting languages – agreements for verification, dispute resolution, 
logging 

+​ Negotiation safety – communication with external parties opens up a new 
attack surface (e.g. jailbreaking, persuasion) and requires useful guardrails to 
prevent agents negotiating away from their goals and security policy 



Might include: formal bargaining engines, negotiation simulations, benchmark for 
negotiation. 

+​ Security reasoner – input security policy → outputs the final protocol implementation 
+​ Protocol designer – able to reason through the needs of the user and 

generate an idealised protocol (assuming a trusted third party), input security 
policy → output is the ideal functionality spec (or basic implementation) 

+​ Cryptography solver – given a precise security goal or ideal protocol, 
proposes a cryptographic implementation, input ideal functionality → outputs 
a cryptography protocol spec proven to be secure for validity 

+​ Protocol Implementer – given a spec implements the protocol securely, input 
protocol spec → outputs an implementation 

Might include: implementation of different specialized AI models listed above or an 
end-to-end security reasoner, benchmark and datasets for each sub problem, libraries for 
cryptography, AI-assisted theorem provers,  

+​ Report – input execution trace → outputs succinct convincing statement  
+​ Security Auditor – given a protocol specification (or an implementation) 

determines that it was correctly implemented, input protocol spec + 
implementation → outputs an audit report  

We expect to focus mostly on the Negotiation and the Security Reasoner components. 
 
We’re interested in different approaches used by agents, with different strategies including 
but not limited to: 

+​ Rule-based approach: agents, or subcomponents, with a white-listed set of 
strategies, protocols, implementations or libraries. 

+​ Theorem prover-based approach: agents, or subcomponents, with access to 
theorem provers and a vast set of well-specced protocols to reason through. 

+​ Learning-based approach: agents, or subcomponents, that have been trained via 
state-of-the-art (e.g. via reinforcement learning, fine-tuning). 

 
Might include: MCP tools for cryptography, Datasets for Protocols (Cryptography protocols, 
Network protocols, Mechanism design protocols), tools for fine-tuning or reinforcement 
learning, trained security reasoner models (trained with strategies described above) 
 



Adoption 

Building tools is necessary but not sufficient—they must find real-world use. We will actively 
support the translation of tools developed in this programme to industry through: 

+​ Forward-deployed engineering support to help partner organisations integrate 
programme tools into real systems 

+​ Collaboration with capital partners, accelerators, and potential customers to ensure 
promising teams can scale 

+​ Business development support for teams transitioning from research to deployment 

We plan on supporting and advising anyone launching a company from this programme, 
and creating fertile grounds for them to grow in the UK and beyond. 

 
Track 3 – Fundamental Research 

Progress in the fundamental research track will not only reduce how much we’re shooting in 
the dark over time, it will also provide theoretical grounding to our empirical approach in 
Track 1 and the tools built in Track 2.  
 
As an analogy: digital communication existed before Claude Shannon, but it was his Theory 
of Communication that defined what information is. That formalisation transformed 
communication from empirical hacks into a rigorous, theory-driven discipline, enabling the 
long-distance, high-fidelity systems we rely on today. 
 
We aspire to do the same for the fields relevant to our efforts here. The current research 
agenda we have in mind has three poles: 
 
Formal AI Security 

Formal security definitions allow researchers to prove whether a system is secure under 
explicit assumptions, reason about what is possible (via feasibility and impossibility results, 
hierarchy of assumptions and guarantees), and provide building blocks for more complex 
protocols. 
 
Although early work is taking place, we believe AI security stands where pre-cryptographic 
security once was, where we lack foundational definitions for concepts such as intelligence, 
alignment and robust communication. 
 

https://ai.meta.com/blog/practical-ai-agent-security/
https://arxiv.org/pdf/2405.15722


This track seeks to establish Formal AI Security as a new discipline that applies the rigour of 
theoretical computer science to intelligent systems. We aim to move beyond empirical "red 
teaming" toward provable guarantees. 
 
We’re specifically interested in the following areas:  

+​ Foundational frameworks - Formalisation of agentic adversaries and new security 
settings 

+​ Formal definitions, feasibility results, impossibility results and theoretical limits 
of AI safety and AI security reasoning. 

+​ Characterise the capabilities and limitations of agentic adversaries and 
explore novel security models such as: agents bounded by their level of 
intelligence (e.g., planning depth, sampling budget, world-model fidelity, size 
of the model) or whether parties have access to each other models 
(whitebox/blackbox) 

+​ AI communication security - Secure jailbreak proof communication and AI-to-AI 
efficient languages 

+​ Secure AI communication protocols: formal definitions, security games and 
provable defenses against prompt injection and adversarial manipulation (e.g. 
do we need more security features such as semantic integrity for AI 
communication?) 

+​ Safe emergent communication: understanding whether AI-to-AI languages 
should be free-form or constrained, AI-to-AI efficient languages 

+​ AI advantage - Designing new primitives and protocols that leverage AI advantage 
primitives. 

+​ Designing new primitives unique to AI: rigorous definitions of the new 
capabilities agents possess (e.g. credible commitments, simulation access, 
self-modification) — when do they provably expand the space of achievable 
outcomes? What are the limits? Are there protocols that provably require 
agentic participants? Are there more properties and unique security primitives 
for AI agents? 

+​ Designing games that demonstrate AI advantage: are there games that can 
identify if an action must have been performed by an agent? Are there 
protocols that would only be possible with agentic participants? 

 
Cyber-Physical Security Primitives (‘Nature’ Cryptography) 

As agents interact with the physical world, digital security primitives aren't enough. How 
does an agent verify a sensor reading is authentic? That a manufacturing process occurred 
as claimed? That a biological sample hasn't been tampered with? 



This track funds a new field of security that uses properties of nature—physical and 
biological—as foundations for trust. This could extend the complexity and types of secure 
cyber-physical interactions agents can engage in, e.g., enabling autonomous engineering. 

Some of this field already exists and has a sizable body of work: e.g., side-channel attacks, 
quantum cryptography, physically uncloneable functions. Yet some others are near 
non-existent at this point, such as protein cryptography or neuro-security. Crucially, there is 
no overarching community for people looking at the intersection of nature and security for 
embodied AI. 
 
Through our discovery, we have found there exists a gap in the funding landscape for this 
kind of research, yet there is strong appetite from researchers to work on it. We believe 
there may be many low-hanging fruits to work on that become particularly relevant when 
combined with intelligent autonomous systems in the physical world.  
 
You can find more papers on ‘Nature crypto’ in the resources section here. 
 
Foundations of Generative Security 

Agents operate in dynamic, context-specific environments, where they must be able to 
generate, negotiate, and verify their own security protocols on demand. 
 
This track aims to identify, formalise, and address the root research problems required to 
allow agents to autonomously design and verify security protocols that are provably secure. 
We anticipate funding R&D that explores what it means for an AI system to reason securely, 
and how such reasoning can be tested, verified, and improved. 
 
A non-exhaustive list of what we’re interested in: 

+​ Efficient security policy gathering 
+​ Theory of agent-to-agent security negotiation 
+​ Succinct and inspectable proofs for correct execution and delegation 
+​ Automated protocol generation 
+​ Automated security proof generation for cryptographic protocols 

 
 
Bluesky 

We expect new research problems to emerge as early systems are built and tested. We will 
reserve significant capacity for open-ended research proposals that are related to the 
programme's goals but don't fit neatly into the tracks above. If you have an idea that 

https://vimeo.com/showcase/11954000?video=1132041231
https://www.science.org/doi/10.1126/science.257.5071.752
https://www.science.org/doi/10.1126/science.1074376
https://eprint.iacr.org/2025/089.pdf
https://www.aria.org.uk/opportunity-spaces/trust-everything-everywhere#resources


intersects AI, security, and coordination in a way we haven't described — we want to hear 
from you. 
 
 
How we expect to coordinate this effort 

Safety  

At the programme-level, we plan to:  
+​ Establish a Challenge Oversight Board (academia, industry, civil society) to 

adjudicate rule changes in challenges. Who needs to be on this board to ensure it is 
trusted by all competitors – especially if international teams are involved? 

+​ Open‑by‑default after 60 days with responsible release process (vulnerability 
embargoes, incident registry, red‑team bounties) 

+​ Data rights & privacy: ban use‑cases that could induce surveillance; require DP‑style 
accounting for any human data and forbid biometric inferences in the arena. Is there 
anything else we’re missing here? 

+​ Compute equity: provide baseline credits, hardware kits and grants so smaller teams 
can compete.  

 
Aside from programme-level safety, we want to make sure safety and ethical concerns are 
infused to the core of the future we’re building – this will be included in the shape of the 
challenges we run, the tools and research that we fund.  
 
Some of the questions we’re currently asking ourselves here include: 

+​ Making the real-world more verifiable and API-fying it for agents could invite new 
attack vectors and new surveillance programs that are breaches of our fundamental 
rights to privacy.  

+​ Accelerating the advent of autonomous systems without interpretability can pose 
significant risks. 

+​ Some individuals in AI Safety consider superintelligent agents to pose catastrophic 
risks, and instead argue for alternative systems that do not have execution power (the 
AI adviser paradigm rather than AI executor). We believe AI agents are coming and 
want to ensure the right trust infrastructure is laid out for them. These two views are 
not necessarily opposed but deserve more examination. 

+​ Teaching agents cryptography may allow unaligned agents or malicious actors to 
collude and cartelise against humans. 

+​ Early versions of these agents, if adopted widely, may lead to leakage of information. 
+​ If the capabilities we describe are built, they need to be accessible to all otherwise 

they will exacerbate inequality -- how do we make sure this is rolled out to all? What 
is the role of compute here? 

https://arxiv.org/pdf/2502.15657
https://arxiv.org/pdf/2502.15657


+​ How does regulation come into play and how will agents interact with existing and 
new societal institutions? When do we engage relevant parties on this front? Who 
and how will system-wide rules aligned with society be decided?  

 
We’re keen to discuss with the community what you believe is important, and any of your 
suggestions for how to be thoughtful and engaged from the start in these issues and 
meaningfully incorporate thoughtfulness into the programme. 
 
Open source, open weights 

We expect most of this work to be open source, for the benefit of all and to accelerate 
progress. Naturally, contestants won’t want to open source the work while they’re 
participating in the challenges but we will ask all to open source their work after the fact 
(including open weights, open dataset for training/fine-tuning when relevant). We expect 
this to be bounded by safety concerns. 
 
Service providers 

We will strive to work with service providers to avoid duplicating work that has already been 
done by re-using existing infrastructure and tools. This also means we will happily give 
grants to existing projects to extend their work to fit the programme. If this is you, please 
reach out. 
 
Cyber-physical arena 

In order to lower the barrier to entry for individuals to participate in these games. We want 
to provide a high-fidelity Sim2Real environment that can be used anywhere in the world, as 
well as a dedicated physical environment where agents can be tested via trusted delegation. 
Are there existing cyber-physical ranges we should partner with? 
 
Continuity 

We want all three tracks to continue beyond the timing of an ARIA programme. We will 
ensure continuity by working with industry partners, and by making sure the artefacts of 
value are able to find economic sustainability. 
 

WHY ARIA 

Naturally, we need to ask ourselves why ARIA is best positioned to do this, and whether it is 
an opportunity that we are uniquely able to seize. We believe this to be true for three key 
reasons: 



 
1)​ This programme will require bringing together experts across disparate fields such as 

AI security, multi-agent learning, complex systems, cybersecurity, game theory, 
distributed systems, technical AI governance, robotics, biosecurity, and more. This is 
the kind of task suited to ARIA’s strengths, leveraging its pull among many different 
r&d communities (including many it is funding working in via other opportunity 
spaces).  

 
2)​ The Arena can be neutral testing grounds, leveraging ARIA’s convening power. This 

is something no single AI labs, or for-profit organisation would be able to run, but 
ARIA is uniquely positioned to run given its clear incentives. 

 
3)​ Multi-agent settings in cyber-physical systems is the next frontier for AI and robotics, 

and is underserved at the moment as an area of focus relative to single-agent settings 
and human-alignment.  

 
 
WHAT WE ARE STILL TRYING TO FIGURE OUT 

+​ How do we ensure that challenges are smoothly and safely translated into real-world 
impact?  

+​ What minimum viable Arena infrastructure is needed to have a low barrier to entry 
and channel competition energy towards the vectors we are most interested in? 

+​ If we’re successful, there is a high chance value will be created fast here (as opposed 
to an R&D programme that produces a demo in five years). How do we ensure the 
UK can capture some of this value?  

+​ Likewise, how do we ensure we steer away from negative outcomes given how 
powerful the technology developed can be?  
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APPENDIX 

I.​ Prompts to use this document with 

We welcome you feeding this document to Gemini, ChatGPT or other tools in order to chat 
with it. Here are some prompts you may find useful: 

+​ If this programme is successful, what happens in 2035? Continue the sentence ‘The 
year is 2035…’, painting a vivid picture of what the world could look like in 2035, 
anchoring it in a real use-case. 

+​ Suggest challenges for each type, spec them out fully and explain how someone 
would participate. 

+​ If this programme is successful, what would a second programme in the Trust 
Everything Everywhere Opportunity Space look like? 

+​ Tell us your own prompts! 

 

II.​ Illustrative Challenges 

The challenges below are examples we're actively exploring, not commitments. We expect 
the final challenge set to emerge from community input, early Arena testing, and ongoing 
research. If you have ideas for challenges that would stress-test secure agentic coordination, 
we want to hear them. 

We're thinking about challenges in two categories, Structured and Unstructured. 

Structured challenges have a clearly specified goal and measurable success criteria. The 
best strategy may be difficult to execute, but what "good" looks like is known. These 
challenges let us track progress on specific capabilities. 

Examples we're exploring: 

+​ Requirements elicitation: Extract a complete security policy from a user with minimal 
communication rounds. 

+​ Constrained negotiation: Reach a mutually beneficial agreement with a counterparty 
agent under strict token or time budgets. 

+​ Protocol selection: Given a security goal, select and correctly configure the 
appropriate cryptographic protocol from a library. 



+​ Unforgeable physical receipts: Produce cryptographically verifiable proof that a robot 
performed a claimed physical action. 

+​ Crypto-emergent challenges: can agents discover that cryptographic coordination is 
useful, and deploy it appropriately? For example, agents earn points for finding the 
intersection of their private data, but lose points if any agent learns information 
beyond the intersection. The winning strategy is essentially private set intersection 
(PSI). Other variants might embed principles from zero-knowledge proofs, fully 
homomorphic encryption, or multi-party computation, without naming them. 

+​ General Game Playing with hidden information: Compete on unseen game rule-sets 
where some state must remain private. 

Unstructured challenges place agents in complex, open-ended environments where the 
strategy space is vast and likely computationally intractable. The reward signal may be simple 
(e.g., profit, task completion), but there are many paths to get there, and no one knows the 
optimal approach. These challenges test whether generalised capabilities emerge and 
compose in ways we didn't explicitly design for. 

Examples we're exploring: 

+​ Autonomous business: An agent coordinates with suppliers, manufacturers, and 
customers to profitably sell a cyber-physical product,  optimising against its Profit & 
Loss statement with no prescribed strategy. 

+​ Secure scientific replication: One autonomous lab discovers a novel method and must 
securely teach it to an untrusted competitor for independent replication. 

+​ Collaborative manufacturing: Robotic agents self-organise to build a novel object 
from components sourced through an untrusted, potentially adversarial supply chain. 

+​ Disaster response with compromised agents: Competing robotic teams collaboratively 
map a disaster site and triage victims, even when some agents are sharing false 
information. 

We intend to select one unstructured challenge as the programme's symbolic North Star,  a 
large-scale demonstration that cyber-physical agentic coordination can achieve outcomes 
that are useful in the real world, under adversarial constraints. This selection will happen as 
the programme matures and we learn from early Arena results. 

 
III.​ Agentic Game Theory  

While Agentic Game Theory is not a core pillar of our research agenda, it remains a 
fascinating topic we are interested in. We leave here what was previously written on the 
subject in v1.0 of the thesis. Thanks to Evan Miyazono for his contribution to this section. 
 



AI agents introduce new challenges as well as opportunities in game theory. For instance, 
identifying optimal strategies: machine learning revolutionised how humanity approaches 
computationally challenging problems. AlphaFold 2 won a Nobel Prize for “solving” the 
protein folding problem, which is NP-hard in the general case, not by violating complexity 
theory, but instead by showing that proteins of interest represent a narrow subspace of the 
problem where regularities and patterns can be leveraged.  While this isn’t specific to 
ML-based approaches (SAT and SMT solvers also approximate solutions to computationally 
challenging problems efficiently), we should expect that ML-based approaches may lead to 
revolutionary techniques for identification of optimal strategies. 
 
This raises questions like: 

+​ What regularities might be leveraged for real-world games that can drive 
improvements in computational efficiency? 

+​ What are the dataset analogues of CASP that could be used to train such a model? 
+​ What would we do with an “AlphaStrategy” that could quickly identify nearly optimal 

strategies with the same performance improvements as AlphaFold 2? 
+​ Are there risks from creation of or public deployment of such an AlphaStrategy that 

should inform decisions around its creation (in the same way that an open-weight 
AlphaFold 2 could be used for bioweapon design)? 

 
This topic is among a larger list of research questions we believe will be meaningful to look 
into. 
 
 

https://ojs.aaai.org/index.php/AAAI/article/view/26791
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